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AR and VR: Cultivating the Garden

Editors’ Note: To celebrate Presence’s 25th year of publica-

tion, we have invited selected members of the journal’s orig-

inal editorial board and authors of several early articles to

contribute essays looking back on the field of virtual reality,

from its very earliest days to the current time. This essay

comes from founding editorial board member Brenda

Laurel, who asks the profound question, ‘‘What are VR

and AR for?’’ From an opening that places us in the gar-

den of a prison farm, we progress to a proposal that aims to

help children in the developed world know where food comes

from. Such an AR/VR application would have immense

value and is eminently achievable.

1 Introduction

When I was in graduate school, my Ph.D. advisor

and I worked together in a garden plot at Ohio State.

We had most of our big conversations there. One day in

late summer, while we were taking in some of our har-

vest, he told me a story. He grew up on the largest

prison farm in Indiana where his father was the warden.

The biggest crop on the farm was peas (see Figure 1).

When it came time for them to ripen, his father would

go out every four hours or so and sample their sweet-

ness. When he thought the moment was just right, he’d

muster 400 prisoners—day or night—to harvest the peas

at their peak.

Recent studies have estimated that the domestication

of plants and animals in the Americas emerged between

5,500 and 4,000 years ago (Smith, 1994). We have mil-

lennia of agricultural history. A hundred years ago, about

50% of Americans were actively engaged in agriculture.

Today that number is more like 2%. For American chil-

dren, the decline in farming is matched by a decline in

awareness and appreciation. ‘‘The sad reality is that many

children don’t know where their food comes from. In

fact, many of them think food originates at the grocery

store,’’ according to Margaret Purvis (2012), President

and CEO of the New York Food Bank.

In his article ‘‘We Are All Noah Now,’’ Thomas

Friedman (2016) alludes to a story (Macfarlane, 2015)

about the Oxford Junior Dictionary:

Robert Macfarlane, in his book Landmarks, about

the connection between words and landscapes, tells

a revealing but stunning story about how recent

editions of the Oxford Junior Dictionary (aimed at

7-year-olds) dropped certain ‘‘nature words’’ that

its editors deemed less relevant to the lives of mod-

ern children. These included ‘‘acorn,’’ ‘‘dandelion,’’

‘‘fern,’’ ‘‘nectar,’’ ‘‘otter,’’ ‘‘pasture,’’ and ‘‘willow.’’

The terms introduced in their place, he noted,

included ‘‘broadband,’’ ‘‘blog,’’ ‘‘cut-and-paste,’’

‘‘MP3 player,’’ and ‘‘voice-mail.’’ While this news

was first disclosed in 2015, reading it in Macfar-

lane’s book still shocks me for what it signifies.

Where does food come from? Why does it matter?

Such questions touch on being in a ‘‘right relationship’’

with Earth. How might we employ our new technolo-

gies—specifically virtual reality (VR) and augmented

reality (AR)—to illuminate such questions? There is not

a simple answer. We will return to these questions after

some explorations of our technologies, their capabilities,

and the intents to which we might put them.

Let’s begin by examining various flavors of technological

mediated ‘‘reality.’’ Where did they come from? What are

their powers and affordances? How might they combine?

2 The ‘‘Realities’’

The term ‘‘reality’’ is complicated in almost any

usage. I find its use to describe technological media par-
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ticularly annoying, but I’m not going to change anyone’s

terminology now. I’m using ‘‘reality prime’’ (reality0) in

this essay to refer to what others may call ‘‘physical real-

ity’’ or ‘‘meat space.’’ It’s extremely important to under-

stand that reality0 is a human-centric notion as it rests on

human attributes that are not the same as those of a cat or

a whale or a micro-organism. Of course, one of our many

great opportunities in VR is to represent as best we can

those other species’ realities. But reality0 is tightly coupled

with human animals, their capabilities, and ideas.

Since humans began making representations, we have

been augmenting reality. Some of the oldest known cave

paintings can be found in the Chauvet Cave located in

the Ardèche region of southern France (see Figure 2).

The earliest art in the cave is about 32,000 years old

(Chauvet, Deschamps, & Hillaire, 1996; see also Werner

Hertzog’s 3D documentary film, Cave of Forgotten

Dreams, 2010). The Chauvet art invites us to rethink

perspective in representations. It may also cause us to

reexamine the origins of animation.

Paleolithic rock art has been strongly associated with

shamanic rituals, both in the painting and in the viewing

of them (Whitley, 2011). Chauvet also features a bear al-

tar complete with bear bones. In the Chauvet paintings,

we get a sense of movement and mass from the remark-

ably contemporary-looking style of the art. Shamanic

rock art does not generally appear in places where people

lived; it is hidden away in caves or lake walls or slender

canyons. The sort of rock art found nearer to dwelling

sites tends to be more playful, such as the ‘‘ochre hands’’

(pictographs) made by women and children. Imagine

now that the art at Chauvet and other cave sites can be

seen only by flickering torchlight, probably during sha-

manic rituals (see Robinson, 2013). The sense of move-

ment in the paintings was accentuated, bordering on ani-

mation, with the likely intention of inducing altered

states of consciousness (Rheingold, 1991).

‘‘New’’ media types and styles—from cave paintings to

cubist and expressionist painting to motion pictures to

VR—initially evoke astonishment. Visualize how neo-

phyte film viewers hollered (or ran away) when a bandit

pointed and shot directly at the camera in the early film

The Great Train Robbery (1903). While astonishment may

not qualify as a bona fide altered state, the strange reconfi-

guration of ‘‘reality’’ such as that seen in Duchamp’s

‘‘Nude Descending a Staircase 2’’ (1913) was motivated

by physics in its four-dimensional, spatio-temporal trajec-

tory and opens up deep new ways to think about seeing,

consciousness, and motion (Powers, 2003) (see Figure 3).

3 Imitation Machines

In Understanding Media, McLuhan muses that the

content of any new medium is always one or more previ-

ous media, at least at first—so, for example, the newspa-

per ‘‘ate’’ broadsides and pamphlets (Stephens, 1988)

and early motion pictures imitated theatre. The inven-

tion of the computer expanded McLuhan’s notion in the

sense that a computer could theoretically imitate any

medium—Alan Kay and Adele Goldberg (1977) referred

to the computer as a ‘‘metamedium.’’

What former medium was early Virtual Reality imitat-

ing? It seems that VR was striving to imitate reality0—

attempting to enable perceptions and actions as we expe-

rience them in specific contexts in the real world. Early

uses were for flight training. As early as 1929, the Link

flight simulator incorporated aspects of the cockpit envi-

ronment to train pilots. Later flight simulators included

cycloramas, models, and films to simulate the view from

the plane and motion platforms for more realistic sensory

cues. Computer graphics and computer simulations of

physics led to vast improvements in flight simulation be-

ginning in the 1970s (Page, 2000).

Ivan Sutherland and Bob Sproull’s Sword of Damocles

(Sutherland, 1968) was the first head-mounted display,

launching an expanded capability space for the develop-

Figure 1. Peas.

254 PRESENCE: VOLUME 25, NUMBER 3



ment of virtual and augmented reality. In the early to

mid-1980s astronauts trained in VR environments that

imitated spacecraft (as far as one could with vector

graphics) augmented with operations and annotations

available from pull-down menus. When polygons began

to be used in VR, one might encounter a training simu-

lation featuring the blocky dynamic body of a piece of

heavy equipment. The goal of the first wave of VR

(approximately 1985–1995) was to enable people to use

more-or-less normal perception and take some sorts of

action in environments that were immersive and compu-

tationally generated. That’s the virtual part. Augmented

reality (AR) was also given a first real start by the Sword

of Damocles. The difference is that in AR one is typically

interacting with an environment—usually reality0—that

is augmented by overlays that may use vision, sound, or

other senses to enhance or change perception. In 1994,

Paul Milgram and his colleagues produced a canonical

representation of the ‘‘Reality–Virtuality Continuum’’

that helped to situate the various ‘‘realities’’ (Milgram,

Takemura, Utsumi, & Kishino, 1994) (see Figure 4).

Of course, virtual environments are not all based on

reality0, as it were. The influence of artists in VR encour-

aged designers to stray from imitating the real world,

moving into realms of fantasy and dream. Scientists in

VR encouraged us to use the medium for seeing and

interacting with phenomena that cannot be perceived by

the unaided human sensorium. Along the trajectory of

the telescope and microscope, now one could see the

Figure 2. (left) Horse panel in the Chauvet Cave (detail). (right) Lion panel in the Chauvet Cave (Flickr/Claude Valette).

Figure 3. Marcel Duchamp, Nude Descending a Staircase

(No. 2), 1912. Collection of the Philadelphia Museum of Art.

(Photo: Flickr/ SpDuchamp).
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unseen and interact with it. But one wouldn’t be look-

ing at actual stars and microbes in VR; one would be

interacting with representations or models of them.

Today, even see-through augmented reality applications

such as Star Walk allow you to look at the actual stars

but interact with models.

The uses of VR and AR in play and games are more

strongly emphasized in the second wave. Much of this

has to do with vast increases in the capability space. Con-

temporary delivery systems are hundreds of times more

computationally powerful than those used in the first

wave. Interaction design is enhanced by major improve-

ments in technologies such as machine vision, video

tracking, GPS and Bluetooth, and modeling-and-simula-

tion. The arts and sciences of design and animation have

been extended by an efflorescence of new tools. New

platforms are affordable to developers and customers.

The ubiquity of smart phones, for example, has allowed

popular AR apps to be adopted across the globe in the

space of a few days, for example, Pokémon Go.

We are doing well in finding good uses for new forms

such as immersive video and narrative in immersive envi-

ronments. They provide emotional and sensory amplifica-

tion to older media like movies and storytelling. But the

hype associated with the second wave has given rise to

the inevitable misnomers, for example, ‘‘VR Movies’’ and

‘‘VR storytelling’’ (linear narrative unfolding in immer-

sive environments) that attempt to piggy-back on the VR

buzz. The ‘‘principle of action’’ is a great differentiator.

4 The Principle of Action

Let me step back for a moment to those hazy times

of the mid-1970s. I was working for a start-up ‘‘home

computer’’ company while working on my Ph.D. The

device, which utilized a standard television screen as its

display, featured 2 K of usable RAM and was loaded in

segments from cassette tape. Memory and computing

power conspired to constrain us to designing branching-

tree game segments with converging nodes. Working

with the unit to author interactive fairy tales, I began to

wonder what robust interaction would look like absent

the hardware constraints. At that time, most people’s

ideas of ‘‘interaction with technology’’ involved things

like changing the channel on the TV or turning off the

iron before leaving home. As computing power and

memory increased through the years, more kinds of

interaction became possible. But what form might they

take? How might we arrive at a robust sense of personal

agency for interactors?

I met Don Norman while working at the Atari Sys-

tems Research Laboratory in 1982. He gave me encour-

agement to pursue my questions and ultimately to pub-

lish a chapter in the book, User-Centered System Design

(Norman & Draper, eds., 1986). Influenced by Ben

Schneiderman’s (1982) concept of direct manipulation,

I identified the sense of acting in the first person as im-

portant to the sense of personal agency: one could origi-

nate action and its consequences would be reflected

within the environment. To enhance the life-likeness of

choice and action, I identified characteristics: frequency,

range, and significance (see Figure 5).

For example, a roller coaster ride (in reality0) maxi-

mizes frequency but severely limits range and signifi-

Figure 5. Frequency, range, and significance as characteristics of

action.

Figure 4. The ‘‘Reality–Virtuality Continuum’’ originally articulated by

Milgram et al. (1994).
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cance (it’s really hard to jump off). In trekking or hiking,

all three characteristics are generally high, delimited vari-

ously by the affordances of the environment. In single-

player first-person shooters, frequency is high, range is

typically low, and significance is limited to the game

mechanic (e.g., killing enemies or shooting down space

invaders). All three characteristics are generally enhanced

in multiplayer games where more and different kinds of

actions, including social interactions, are involved.

Life-likeness also points to some qualities in the realm

of movement and gesture. Early VR systems used semi-

otic gestures (formal signs) to perform actions like mov-

ing forward, stopping, etc. These systems also typically

let participants use only one hand (with the Dataglove2,

for example). The Placeholder team (1993) included

more affordances for physical action:

1. two sensors, one on the helmet and one on a belt,

to separate direction of movement from direction

of gaze;

2. spatialized audio tightly coupled with movement

of the body;

3. the use of both hands using simple devices that

measured distance between thumb and forefinger

to achieve grabbing or gripping objects; and

4. the ability to take on the action capabilities of a

selection of animals (dubbed ‘‘smart costumes’’) so

that if you were a crow, for example, you could fly

by flapping your wings.

Contemporary and near-future VR systems may do an

exquisite job of tracking the body through video or

other means, providing potentially greater acuity and

expressiveness in movement. They will eventually give

interactors tactile and haptic feedback. Such technolo-

gies will enhance sensory immersion. But how do we

enhance the participant’s ability to take action in a VR or

AR world?

The notion of ‘‘principle of action’’ in VR is attributed

to Rob Tow, who was first inspired by the theories of

psychologist James J. Gibson. In The Ecological Approach

to Visual Perception (1979), Gibson posits that human

visual perception relies on the movement of the body in

space. VR relies on a very close correlation between what

one sees in the stereoscopic view of the world and what

one hears through spatialized audio. Tow articulated the

‘‘principle of action’’ in VR: ‘‘[The] results of action of

the body in space and correlations with changes in the

sensorium—‘the principle of action’—mark the major

defining characteristic of VR as a medium’’ (Laurel,

Strickland, & Tow, 1994). To this we add the sense of

personal agency, as characterized by frequency, range,

and significance of actions one may take. The diagram in

Figure 6 shows how the principle of action applies within

the larger contexts of perception and agency.

The diagram places all three of our ‘‘realities’’ in the

region where the principle of action obtains, either

through the tight coupling of sensory inputs (as in VR) or

through interaction within reality0 (as in AR). The great-

est variable is the amount of personal agency afforded to

the participant. Rides and theme parks are liminal because

traditional theme parks limit personal agency while more

innovative theme parks like Meow Wolf invite us to inves-

tigate and interact with everything. Meow Wolf has been

described as ‘‘real-life virtual reality’’ (Newitz, 2016) and

allows much more personal agency than a Disneyland visit

or even an ‘‘interactive’’ theater piece like Sleep No

More—still, one cannot change the embedded ‘‘story’’

except to discover or not discover it through clues planted

in the interactive environment. Dreams are another inter-

Figure 6. The principle of action, Rob Tow and Brenda Laurel, 2016.
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esting liminal case; in some dreams we can act freely—

even fly—and in others walking feels like wading through

syrup, or we can’t move at all.

Linear narratives are within the realm of perception

but outside of the region where the principle of action

(including robust personal agency) apply. Stories, films,

plays, and novels have plots that generally cannot be

changed by the actions of a reader or audience. There are

edge cases. ‘‘VR storytelling’’ admits of some interactivity

by allowing a person to experience the virtual environ-

ment but typically without experiencing personal agency

to any significant degree. Immersive movies provide for

an even thinner range of agency until they grow to allow

participants to interact with elements in the scene.

One example of how designers are thinking about

making ‘‘VR storytelling’’ more robustly interactive is

film director Jon Favreau’s VR project Gnomes and

Goblins (Murphy, 2016). The project seeks to provide a

first-person experience in an environment similar in style

to his feature film The Jungle Book (2016). Faveau

intends to allow participants’ choices and actions to

change the story. When asked what it feels like for a film

director to have less control over the narrative outcome,

Faveau replies, ‘‘You’re still directing, but a whole new

language has to be developed to help maneuver the focus

of viewers to see what you want them to see while giving

them the ability to make their own decisions. You can

send clues.’’ In Computers as Theatre (2nd ed.), I discuss

various means for what I call ‘‘mediated collaboration’’

between the author/director and the participant to

shape an interesting plot (Laurel, 2013). In structural

terms, although direct dictation of plot is off the table,

the elements available to the director include character,

thought (for example, the goblin’s reactions to the par-

ticipant’s actions), what is visible and audible in the envi-

ronment, and the use of situational and atmospheric

elements.

5 Capability and Intent

What are VR and AR for? A teleological view sug-

gests that we examine them in terms of their intents.

Let’s take a step back and have a look at the twin inven-

tions of the telescope and microscope.

The history of the telescope reveals the fascinating

interweaving of capability and intent in the development

of the technology. The Dutch version of the telescope

built upon the capability provided by optical lenses. It

was designed in 1608 for the intent of examining far-

away things on earth. The Dutch were excited by the

idea of being able to see ships approaching from the ho-

rizon line. The capability of the telescope was expanded

by differing intents. Galileo built his own version with

improvements and enlarged its purpose through his own

intent, turning the telescope skyward in 1610. The opti-

cal telescope worked with visible light. As the scientific

understanding of the universe grew, new kinds of tele-

scopes were developed in the 20th century with the

intent of exploring the stars outside the realm of visible

light: areas of the electromagnetic spectrum including

infrared, ultraviolet and gamma rays. Such inventions

increased human capability to see the heavens in ways

that an optical telescope could not, revealing more

dimensions of the unseen.

Literally the same year that Galileo built his tele-

scope, he also built a microscope, based upon work on

the notion of a compound microscope in the 1590s by

Dutch inventors Hans Lippershey and the father–son

team of Hans and Zacharias Janssen. These Dutch

inventors were also interested in developing lens tech-

nologies, but in this case the intent was to increase our

capability to observe things too small to be seen by the

naked eye. Galileo studied insects with his invention

but soon turned his attention back to astronomy. In

the 1660s, Robert Hooke made improvements with

the intent of studying natural phenomena such as plant

tissues and snowflakes. In the 1670s, Antoine van

Leeuwenhoek made great advances in magnification

and was the first to observe microorganisms. His devel-

oping intent eventuated in a new field of study: micro-

biology. In the 1860s, Henry Sorby developed the

metallurgical microscope so as to observe the structure

of meteorites, beginning a burgeoning field of intents

and the invention of various forms of microscopes

that gave us the capability to investigate structures as

small as atoms. Here, too, we see a dance between

capability and intent that drives the development of

new technologies.
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I examined the evolution of VR technology in Section

2, similarly driven by the three-way dance of capability,

intent, and invention. From early applications in flight

simulation and training, the intents of artists and other

poetical sorts encouraged the development of new visual

styles (and the underlying computational tools) and new

kinds of interfaces. Char Davies’ work Osmose, for exam-

ple, took the intent of emulating deep-sea diving experi-

ences to create the capability for participants to navigate

by their own breathing.

New capabilities and intents are changing the virtual/

augmented landscape in many effective and promising

ways. In medicine, VR and AR are finding good use in

training for difficult procedures as well as in rehabilita-

tion. For example, scientists at Duke University have

employed a combination of VR and robotics to help

people with spinal cord injuries to regain partial move-

ment (Donati et al., 2016). VR projects are used as ther-

apy for PTSD (Rizzo, 2005). AR is being used in manu-

facturing, repair, and even defense from internet hacks

(Marks, 2016).

6 Intent for the Good

Our contemporary media landscape accommodates

many intents. The promising practical and research-ori-

ented intents such as those described here occupy a tiny

corner of that landscape; today’s designers and develop-

ers are largely focused on realizing intents for entertain-

ment, and some offer breathtaking views that involve

both the natural and made world—for example, Ubi-

soft’s Eagle Flight. Let’s consider for a moment an intent

that is largely absent from today’s mainstream ‘‘reality

media’’ content.

What if our intent in developing new ways of seeing

and experiencing were to use our technologies to under-

stand and enact the Good? Calls for such intents in the

past have sometimes been characterized as quaintly mor-

alistic and frankly not very interesting. But under con-

temporary circumstances, with decaying political dis-

course, massive human suffering, degraded educational

and learning opportunities, the encroachment of the

consumerist spectacle, and the power of corporations in

our lives, and—most important—the threats posed by

ongoing climate change, intent for the Good becomes

increasingly relevant.

‘‘What is the Good?’’ is a question that has motivated

philosophical and religious explorations since at least the

sixth century BCE and probably much earlier. Studying

how various notions of the Good in historical and con-

temporary contexts can help us define the Good for our-

selves and to contemplate how we may enact it. The fol-

lowing is a cursory, noninclusive look at some of the

leading ideas of the Good and the virtues that produce it.

6.1 Evolving Ideas of the Good

Taoism, China’s most ancient philosophical and

spiritual traditions, traces back to the writings of Lao-tzu

in the sixth century BCE but had origins in even older

spiritual practices. The doctrine of wu wei emphasizes

harmony with nature and its cycles. It was thought that

if one were to behave willfully, things would likely get

worse rather than better. The notion of ‘‘nonaction’’

meant that one should not meddle but rather yield, as

rocks eventually do to water, to a harmonious practice

of life (Fasching & DeChant, 2001, p. 35). Virtue in

Taoism is rooted in the ‘‘three treasures’’: compassion,

simplicity, and modesty. These virtues require self-disci-

pline. They emerge in the conduct of everyday life in har-

mony with society as well as nature. They are not dic-

tated but rather lived.

Confucianism, also born in ancient China in the sixth

century BCE, may be seen as fundamentally humanistic

in that it emphasizes self-improvability as inherent in

humanity. Unlike Taoism, Confucianism places emphasis

on a defined social order and the enactment of virtue

within its structure. Loyalty, obedience, and self-disci-

pline are important aspects of virtue. The ‘‘Confucian

Gentleman’’ ( junzi) is a leader in government or com-

munity whose own virtue serves as an inspiration to

others. By talking less about virtue and instead enacting

it, the junzi leads by example (Jurgensmeyer, 2005).

Turning to Europe, Plato’s dialogues stimulate a par-

ticular conversation about the Good. The Republic, writ-

ten around 380 BCE, introduces the idea of the Good as

the source of intelligence, truth, and knowledge (Plato,

2007b). He compares it to the sun’s role in illuminating
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the world; in this analogy, the sun is equivalent to the

Good. (In Phaedrus, Plato suggests that the Good ‘‘must

embrace and hold together all things,’’ pointing at har-

mony as an aspect of the Good; Plato, 2007a.)

Aristotle’s notion of the Good was demonstrably

influenced by his teacher, Plato, and Plato’s teacher, Soc-

rates. Aristotle’s treatises (especially Metaphysics and

Ethics) can be seen as the third act in an intergenerational

philosophical dialogue. In the Nicomachean Ethics

(written around 340 BCE), Aristotle found Plato’s

notion of the Good too abstract and general. Instead, he

posited that the Good consists in action and that it varies

according to individuals and their situated contexts,

ascertained by a combination of rationality and moral

virtue, which involves self-regulation. Through good

action we experience happiness, which is the ultimate

Good (Aristotle, Book 1, Chapter 7, 2002).

Stoicism was founded by Zeno in Greece in 300 BCE,

and was developed through other Greek and Roman

scholars, culminating in the Meditations of the Roman

Emperor Marcus Aurelius between 170 and 180 CE. For

Stoics, happiness meant living in accordance with nature

as they defined it. The Good resided more in actions

than in words, and living virtuously set an example for

the larger community. Inner calm and self-control

helped people master their passions and excesses. Mar-

riage was considered Good, not only because it was

‘‘natural,’’ but also because it was a social and ethical

duty. ‘‘The wise man is obliged to marry both for his

own welfare, in pursuit of wisdom, and for the welfare of

the world community’’ (D’Elia, 2004, pp. 12–13).

In North America, diverse Native American cultures

flourished before—and survived after—the invasions

of the continent by Europeans. Indians, including

Cherokee, Lakota, Delaware, Squamish, and Oglala

Sioux, shared the belief and practice of living in harmony

with nature. Among the Navajo, the term ‘‘hozho’’

means ‘‘natural order’’ or ‘‘beauty,’’ and a potent

Navajo blessing is to ‘‘walk in beauty.’’ Around 1450

CE, the Iroquois Confederacy was founded to bring

peace and order among the five tribes: Mohawk, Seneca,

Onondaga, Oneida, and Cayuga. The confederacy cre-

ated a constitution and established as its symbol the Tree

of Peace.

In thirteenth-century Italy, Francis of Assisi (founder

of the Franciscan order and later canonized) taught of

the Good. A life of poverty and charity were among the

values he taught and lived. In 1260, Cardinal Bonaven-

ture (2010) wrote of the legend and life of Francis. In

Bonaventure’s writing we find Francis’ unambiguous

commitment to the lives of animals:

When he bethought him of the first beginning of all

things, he was filled with a yet more overflowing

charity, and would call the dumb animals, howso-

ever small, by the names of brother and sister, for-

asmuch as he recognised in them the same origin as

in himself.

The ‘‘scientific revolution’’ during sixteenth- to eight-

eenth-century Europe sharpened focus on reason. It was

also a time of great efflorescence in what we can know

and how. This was also the time of accelerated invention

in making extensions to human perception and under-

standing, through inventions like the telescope and

microscope, as well as great advances in astronomy, biol-

ogy, mathematics, physics, and chemistry. The sense that

we ‘‘just know’’ how things work was supplanted by

empiricism and the scientific method, including experi-

mentation, in a rigorous and self-regulated way.

Closely following and somewhat intermingled was, of

course, the Enlightenment. Reflecting on the scientific

revolution, Enlightenment leaders, including Voltaire,

led a philosophical movement rooted in scientific empiri-

cism and experimentation, the replacement of faith with

reason, and new theories of government and the public

Good. The Enlightenment stimulates a grand discourse

around democracy, individual liberty, and separation of

powers as aspects of a society that creates, in Francis

Hutcheson’s words, ‘‘the greatest happiness for the

greatest numbers’’ (1726/2004). The Encyclopedia of

Diderot and d’Alembert was meant to disseminate

knowledge both to other scholars and to the public at

large. Rousseau articulated the idea of the connectedness

of all things and reinforced the idea of harmony with na-

ture as part of the Good.

We can find several common threads in Asian, Native

American, and European ideas of the Good—as well as
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many important sources not covered in the previous

brief philosophical gloss:

� Compassion: Taoism and Buddhism enact the core

value of compassion. Aristotle nuances the notion

with sympathy and empathy as virtues. The Stoics

seek a good life for all in the community. St. Francis

revives the ancient idea that compassion extends to

other entities with whom we share the planet.
� Harmony with nature: Bedfellows as strange as Tao-

ism, Greek Classicism, Stoicism, many Native Ameri-

can tribes, and Enlightenment philosophers emphasize

harmony with Nature as a central value of the Good.

From McLuhan (1964) to Lovelock (1979) and Mar-

gulis (1999), post-Enlightenment thought and science

include even stronger notions of the interconnected-

ness of nature and our belongingness within it.
� Virtue as action: Although these movements achieve

virtue through differing means, Taoism, Confucian-

ism, Greek Classicism, Stoicism, Christianity, the

Scientific Revolution, and the Enlightenment are in

basic accord that virtue exists more in the action

than in the word.
� Self-regulation: Literally all of the philosophies I

summarized involve a degree of self-control, both

over our own impulses and toward right behavior in

relation to the individual, the polis, and the world.
� Society and community: From Taoism to Aristotle

to the Iroquois Confederacy and onward through

the Age of Enlightenment, ideas about society and

community emphasize the happiness and well-being

of all as a Good.
� Reason: The early Greek philosophers and Stoics see

reason as an essential component of judgment, vir-

tue, and the ability to enact the Good. Reason as a

means of achieving the Good gains traction

throughout the Scientific Revolution and the

Enlightenment and continues to the present day.

6.2 The Good in Practice: A Scenario

I return to the question I posed at the beginning

of this article. How can we help children to know where

food comes from and how it is raised? Many schools now

have gardens—a great step forward. In my daughters’

grade school back in the early 1990s, all the kids worked

in the garden, planting and tending and harvesting and

making scarecrows. Award-winning restauranteur and

activist Alice Waters started the Chez Panisse Founda-

tion on the 25th anniversary of her famous restaurant.

With the help of her foundation and the principal of

Martin Luther King Middle School, she developed a

program called ‘‘The Edible Schoolyard’’ in Berkeley,

California in 1995. It includes both gardening and cook-

ing in its curriculum. In 2000, the concept expanded to

supplement cafeteria meals with the School Lunch Initia-

tive. Schools across the U.S. have adopted the ESY

approach and curriculum.

Could AR or VR or some mix of realities complement

a school or community garden? Here is a three-part

scenario.

1. The kids are ready to begin their planting.

Through a combination of sensory feedback and

AR, they examine the soil for its condition and

nutrients. They decide to plant the tomato seed-

lings where they were the year before. With AR as-

sistance they look for good companion plants in

the same bed and decide on spinach and carrots.

‘‘Remember last year,’’ one of the older children

says, ‘‘we got those brown bottoms on the toma-

toes. My mom says we should plant them with fish

heads this year, so look what I brought.’’ He opens

his insulated lunch box to expose three dead, but

not quite thawed, anchovies. Exclamations ensue.

Meanwhile, another team of children is planting

corn, beans, and squash—as they have learned in

their history class, those vegetables were staples of

the Native American diet. They are kneeling over a

raised bed considering how to arrange their plant-

ing. An Iroquois child from another era appears as

an avatar. She tells the Three Sisters legend: that

corn is best grown with two companions. ‘‘Beans

will climb the corn like a natural pole,’’ she

explains, tracing a central circle in the bed with her

finger. ‘‘We see that beans make the soil more fer-

tile and support the corn. Squash leaves shade out

the weeds and preserve the moisture in the
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ground.’’ One child asks, ‘‘How do beans make the

soil more fertile?’’ ‘‘I don’t know how to answer

that question,’’ she replies, ‘‘but you newer people

may.’’

Time to ask Alice. ‘‘Alice, how does planting beans

make the soil more fertile?’’ The display opaques

and Alice uses an animation to help explain how

bacteria among the bean roots convert nitrogen

from the air and make it available to a plant. ‘‘Do

carrots do that?’’ a girl asks, holding up her carrot

seed package. The display replaces bean roots with

carrots. ‘‘Carrots are roots,’’ one of the kids giggles

and all soon are laughing. Alice replies, ‘‘Most

kinds of carrots don’t fix nitrogen, but they grow

well near beans or peas.’’ ‘‘Because they fix nitro-

gen,’’ several children say in unison.

A child asks, ‘‘Why don’t we just use a bag of fertil-

izer to feed these plants?’’ Alice replies, ‘‘We can

get a lot of what we need from our compost and

our chicken coop.’’ ‘‘Farmers use lots of fertilizer,’’

he insists. ‘‘Fertilizer can have bad consequences

when people depend on the industrial kind too

much,’’ Alice replies. ‘‘Take a look at this.’’ The

view zooms out from the garden to a nearby indus-

trial farm and then zooms high above, and then

follows the path of industrial fertilizer down the

creeks and rivers, and then zooms in to the Missis-

sippi River delta. The river mouth is clogged with

blue-green algae. ‘‘Phosphorus is one of the ele-

ments in fertilizer, and it feeds the algae so well

that it grows too much.’’ The scene zooms in on

floating fish. ‘‘The dying algae suck oxygen out of

the river, and that kills the fish.’’ ‘‘Oh, let’s not use

industrial fertilizer then!’’ one of the children

exclaims. ‘‘Does the river change if people quit

using industrial fertilizer?’’ The display morphs

to a healthy river with fish in the water and zooms

back above the earth and down into the garden

again. The children nod wisely and lean back. After

a bit of silence, the kids’ displays return to AR

mode. ‘‘We’re going to plant the Three Sisters,’’

one says.

2. During the growing season the children are work-

ing in the garden. One spots ants crawling around

the corn. She calls the others to check it out. With

their displays they magnify the ants 10x and they

spot smaller dark insects climbing around the corn’s

leaves. ‘‘What are those other bugs?’’ she asks. The

AR display identifies them as aphids and provides a

close-up view. ‘‘What are they doing? Are they

friends with the ants?’’ Displays opaque to show an

ant ‘‘milking’’ an aphid. It’s quite an interaction.

Time to go ask Alice. ‘‘Alice, what’s going on?’’ As

the display zooms in, Alice replies, ‘‘The ants and

aphids help each other,’’ she says. ‘‘The aphids

make a kind of sticky nectar that feeds the ants. The

ants protect the aphids from other predators.’’

‘‘But,’’ one child cries, ‘‘the aphids are eating the

corn!’’ Alice says, ‘‘Yes, they’re feeding on the

corn’s juice. Ladybugs will eat the aphids if there

aren’t so many ants.’’ A simulation of ladybug din-

ing accompanies her explanation. Ants and aphids

‘‘crawl’’ around the ladybug. Kids try feeding them

to the ladybug, who seems to prefer the aphids.

The children lean back wisely. After a moment,

their displays return to AR mode. A young boy sug-

gests, ‘‘Let’s just poison them and wipe them all

out. My dad does that.’’ ‘‘We don’t use pesticides,’’

says a girl with some superiority. ‘‘Why not?’’ asks

the boy. ‘‘Because they might kill cats,’’ she replies,

‘‘or birds. Or ladybugs.’’

Before the argument can continue, another child

suggests, ‘‘Let’s figure out about the ants. Let’s see

if we can do it without asking Alice.’’ Another

replies, ‘‘Alice said the ants like that sticky sweet

stuff they get from the aphids. Let’s put some really

sticky stuff around the corn stalk to see if it traps

ants.’’ All agree and head for the honey in the

kitchen. The next day, many ants are stuck in the

honey and children launch a great ladybug hunt—

but that’s another story.

3. The next autumn after the kids have returned from

their summer break, the harvest is winding down.
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A boy steps around to the now deserted garden

from the playground. He notices a dried ear of

corn on one of the plants (see Figure 7). He moves

over to examine it more closely. ‘‘What do you do

with dried-up corn?’’ he muses. This time a young

Pueblo woman is seen kneeling nearby. ‘‘You can

grind the corn to make cornmeal. Cornmeal keeps,

and you can make all kinds of things with it,’’ she

says as she works away with a pestle in a hole worn

away in rock. ‘‘You can see holes in the rocks where

I come from. They are from generations of grand-

mothers grinding corn.’’ ‘‘You mean you made

your grandmothers do all the grinding?’’ he says,

shocked. But she is gone with a laugh.

A few more children have wandered over to the

remains of the garden, kicking leaves around. ‘‘This

was a good garden,’’ one of them says. ‘‘Maybe we

should plant everything just the same next year,’’

another suggests. ‘‘Let’s try a what-if,’’ the boy

replies. ‘‘What did our garden look like in the

summer?’’ Through AR they see an image of all

their plants as they were at midsummer. ‘‘And what

will they look like next year if we plant them the

same way?’’ The view changes—certain plants are

smaller and some are healthier and taller. ‘‘What if

we move them around?’’ a young girl asks. ‘‘Move

the Three Sisters to the tomato bed,’’ one suggests.

They remain the same in health and height. ‘‘Move

the tomatoes to where Alice had us cut off some of

the bean plants just when they were flowering,’’

another suggests. ‘‘So that means the nitrogen

went back to the soil, I think,’’ says one girl, and

another chimes in, ‘‘YES!’’ as the tomatoes grow

higher and greener. A few fish heads are floating

around them in the air, seemingly singing. The

girls shoo them away. ‘‘What about the lettuce? It

didn’t give so many leaves—it just got tall and

nasty.’’ ‘‘Really fast,’’ another child adds. ‘‘What if

we move them more into the shade, up there?’’ a

boy says, pointing to a shady place at the edge of

the garden. She moves the lettuce with a gesture to

the shaded area and, yes, the lettuce leaves are full

and the plants are not too high.

Still, the children aren’t entirely satisfied with their

future garden. One of the beds, where there were

sunflowers that didn’t do so well, has water run-

ning through it from the rain last night. ‘‘Will

nitrogen stay in the soil? Will something grow

here?’’ The bed lies stubbornly weedy and not too

happy-looking in the simulation. ‘‘OK,’’ a boy says.

‘‘Ask Alice,’’ they all say together.

After Alice’s counseling on rerouting the running

water that has been leaching the soil, she says,

‘‘Sometimes, you need to let the soil rest—you can

grow plants with lots of nitrogen and then plow

them under.’’ ‘‘Then that would be year after

next,’’ the older boy says. ‘‘I’ll be in high school.’’

The children are attracted back to the playground

as our boy still muses. ‘‘And I didn’t even get a

pumpkin for Halloween—the children cleared

them out.’’ A voice comes from the compost.

‘‘Ahem,’’ it says. He hesitates. ‘‘Come over here, if

you would be so kind.’’ He saunters over to the

compost. A mid-sized pumpkin has grown up from

the edge of the pile in reality0. He grabs the pump-

kin, sits down on the dirt, and laughs. ‘‘Last laugh,

compost,’’ he says. ‘‘Always,’’ the compost replies.

This scenario is achievable, much of it with current or

very near future technology: repurposing existing logis-

tics, AI, speech recognition, agents, machine vision,

Figure 7. Corn (CC-A-SA 4.0 by Brenda Laurel).
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databases of models and simulations, and traverses in

Google Earth. Challenges remain. What does the deliv-

ery platform look like? Smartphones or pads? Glasses?

Google’s VR controller (Burns, 2016)? How do we

make graceful transitions from AR to model-and-simula-

tion or VR? How do people move elegantly from sharing

screens to using their own exclusively? These are prob-

lems that can be solved; perhaps some have been solved

already. What is lacking is the will to make things with

such intents and to allow those intents to inform new

capability spaces.

6.3 The Good through the Lens of Love

A few years ago I was giving a talk about another

AR-in-nature idea at the New School. An elder (i.e., my

age) in the audience responded to my remark that we

needed to love our natural world better in the face of

planetary crisis. He said, ‘‘Without love, there is no grief,

and without grief there is no action.’’ His comment

stuck with me. He did not say ‘‘without fear’’ or

‘‘without protection.’’ He said ‘‘without love.’’

The Stoic would rehearse the end of the world, visual-

izing the loss of all held dearest, in order to control pas-

sion and excess. Franciscans would think of how they

love all the living things that make up our web of life and

send them off to God with blessings. Environmentalists

would think of John Muir and his devotion to wilderness

and see it as inevitably passing away. Gaians think of our

belongingness to the whole organism that is Earth and

feel that we put more than ourselves at risk when we lack

actionable love for the whole and all of its parts. And

here, I find my notion of the Good. More is at stake than

the ‘‘inconvenience’’ of sea level rise in the world’s larg-

est coastal cities or the salinization of rivers on the

encroaching tide. We already see these things at work.

Upwards of 200 species a day are now going extinct. As

nations and corporations achieve short-term ‘‘develop-

ment,’’ the web of life is tattered by our actions and inac-

tions, our inability to live the Good on a global scale.

Technologies are augmentations of what it means to

be human—what we can know, see, and do. Technology

is an extrusion of the human spirit. Can we commit to

using technology for the Good? Yes, the Good encom-

passes pleasure. But does empty entertainment lead to

happiness? For Aristotle (2002), ‘‘ . . . right desire and

right reason . . . [are] the direct and natural response of a

free human being to the sight of the beautiful’’ (Sachs

translation).

We are not without means to point human attention

to the beautiful: to create a bond of love with nature

(including our own natures); to create a bond of love

and grief over ongoing loss (Stoics notwithstanding); to

create inducements to action—in the polis and in the

world—in defense of the beloved.

If children grow up with early experiences such as

those in a school garden, they will have forged a bond

with Earth that will not be broken as they become adults.

The garden is delight, problem-solving, accomplishment,

increased understanding, and learning through failure as

well as success. They will grieve as they grow older and

losses continue. They will become activists for the Gaian

cause: to understand the planet as a whole organism

populated by multiple organisms (including humanity)—

entities within entities in webs of relationships that share

Earth as their home. As Gaian gardeners, we exercise ca-

nonical notions of the Good: compassion, harmony with

nature, virtue as action, self-regulation, the good of soci-

ety and community, and the application of Reason. We

turn our intent to active cultivation of the Good with the

remarkable tools that we have at hand, and in so doing,

we will discover new capability spaces.

And we just might save the world.
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